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Overview of Knowledge Graphs

❑ General knowledge graphs

❑ Ex. Wikidata, DBPedia, Freebase, Yago …

❑ Cover a wide range of topics and domains for 
broad applicability

❑ Domain-specific knowledge graphs

❑ Ex. UMLS (medical), PubChem (chemical)…

❑ Cover specialized knowledge for domain-
specific need 

❑ Theme-specific knowledge graphs 

❑ Ex. Ukraine War, EV battery or LLM 

❑ Cover highly detailed information on a 
particular theme for specialized applications. Ack. Figures are from Google images
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Knowledge Graph Construction

Multi-Faceted 
Taxonomies

Phrases

Fine-grained entities/relations

Text Corpus

Knowledge 

General KB

Multi-Dimensional 
Classification

Knowledge Graph 
& Info Networks

PLMs

❑ It can be comprehensive task that may involve several subtasks like phrase mining, 
entity typing, relation extraction…



Phrase Mining Tools

❑ Pre-trained off-the-shelf toolkits

❑ PKE: chunking model based on supervised POS tagging model from NLTK

❑ Spacy: industrial-grade library based on pre-trained phrase chunking model

❑ StanfordCoreNLP: NLP library pre-trained on dependency parsing data

❑ KB-based distantly-supervised methods

❑ AutoPhrase: uses distantly supervision for silver labels generation and statistic-

based binary phrase classifier with POS-guided segmentation



Phrase Mining Tools

❑ Unsupervised methods

❑ ToPMine: builds upon statistical features to discover arbitrary length phrases

❑ UCPhrase: uses silver label generation with attention map-based span prediction

❑ LMPhrase: Constructs silver labels from annotator (BERT) and fine-tunes seq2seq 
generator (BART) for phrase generation



Quantitative Evaluation

Zhang, Zhihao, et al., “Language models as an Annotator: Unsupervised context-aware quality phrase generation.” KBS’24

Gu, Xiaotao, et al., “Ucphrase: Unsupervised context-aware quality phrase tagging.” KDD’21
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Motivation

❑ Entity typing is a fundamental task in text mining with a wide spectrum 
of applications

❑ question answering

❑ knowledge base construction

❑ dialog systems

❑ …

❑ Deep neural models have achieved enormous success for entity typing

❑ However, a common bottleneck of training deep learning models is the 
acquisition of abundant high-quality human annotations (every entity in 
the sequence needs to be labeled!)



VerifiNER: Verification-augmented
❑ Fine-tuned models: false positive errors are the majority

❑ Prompting-based methods: low precision

→ correcting FP cases from initial predictions

❑ Models resort to plausible yet in-

correct predictions with a small margin

→ verification as post-hoc

❑ External knowledge could 
be a valuable and effective 
source for verification.

Seoyeon Kim, et al., “VerifiNER: Verification-augmented NER via Knowledge-grounded Reasoning with Large Language Models”, ACL’24



VerifiNER: An Overview



VerifiNER: Span & Type Factuality Verification

● Extract and verify all the candidate spans with

● If the entity exist in the KB, extract all the 

related information from the KB

❑ Re-assign entity types

❑ knowledge does not guarantee explicit 

implications to entity types

❑ leverage the reasoning ability of LLMs



VerifiNER: Context Relevance Verification

● Select a final type based on the context

❑ semantically relevant to the input context

❑ knowledge-grounded evidence is aligned 

well with the context

❑ Sample multiple reasoning paths to reflect the 

related context

❑ employ self-consistency to find the most 

plausible votes



Main Results

❑ Consistently outperforms 

baseline methods

❑ intermediate reasoning 

process is important to 

bridge the gap between 

the retrieved knowledge 

and model predictions

❑ Recall is a little lower

❑ VerifiNER can further 

improve the performance 

of fine-tuned models



15

Outline

❑ Overview 

❑ Entity Typing

❑ Knowledge-based Entity Typing

❑ Ontology-guided Entity Typing

❑ Relation Extraction

❑ Comprehensive Knowledge Structuring



OntoType: Ontology-guided Typing

Tanay Komarlu, et al., “OntoType: Ontology-Guided and Pre-Trained Language Model Assisted Fine-Grained Entity Typing”, KDD’24

❑ Zero-shot entity typing: Assigns fine-grained semantic types to entities without any 
annotations

❑ Ex. Sammy Sosa [Person/Player] got a standing ovation at Wrigley Field

[Location/Building/Stadium]

❑ Challenges of  weak supervision based on masked language model (MLM) 

prompting

❑ A prompt generates a set of tokens, some likely vague or inaccurate, leading to 
erroneous typing

❑ Not incorporate the rich structural information in a given, fine-grained type ontology

❑ OntoType:  Ontology-guided, Annotation-Free, Fine-Grained Entity Typing

❑ Ensemble multiple MLM prompting results to generate a set of type candidates

❑ Progressively refine type resolution, from coarse to fine, following the type ontology, 
under the local context with a natural language inference model



Overall Framework of OntoType : Three Steps 

❑ Candidate type generation

❑ Candidate type generation with 
multiple MLM prompting 

❑ Ensembled candidate type 
prediction

❑ Ex. Stadium, venue, location, 
games, things, teams

❑ High-level type alignment by 
entailment (local context + NLI)

❑ Progressively refine type resolution, 
from coarse to fine, following the 
type ontology 

❑ Type ontology used at every step



OntoType: Step 1 - Candidate Type Generation

❑ Head Word Parsing

❑ Mention’s head word in the input text is often the cue that 
explicitly matches a mention to its type 

❑ Ex. “Governor Arnold Schwarzenegger gives a speech …”

❑ Use the Stanford Dependency Parser to extract head word 

❑ Leverage the head words of the input entity to select an initial 
context-sensitive coarse-grained type 

❑ Ensembled MLM Prompting

❑ Leverage a BERT MLM and Hearst patterns to generate 
candidate types for the target mentions

❑ Ensemble 𝑛 patterns to generate the best candidate types

❑ Consolidated candidates are generated by a majority of  
Hearst patterns

❑ Ex. For 𝑒1, "Stadiums, Venues, Locations, Games" retain, 
but the noisy types "Things" and "Teams" are removed

Four Hearst Patterns give the highest quality 

hypernyms with simple type mapping on the 

OntoNotes dataset



OntoType: Steps 2 & 3- High-Level Type Resolution 
& Progressive Type Refinement

❑ High-level type alignment by entailment

❑ Align generated candidate types to several high-level types in 
the type ontology by Word2Vec+ cosine similarity

❑ Then select the most accurate high-level types with a pre-
trained entailment language model (NLI)

❑ Progressively refine type resolution, from coarse to fine, 

following the type ontology 

❑ Ex.  At the 2nd level of ontology, it generates the hypotheses 

and ranks all child types of "location“

❑ This consolidates and selects "building" as the highest 

ranked label

❑ At a deeper level, it selects the final type "stadium”

❑ Type ontology is used at every step



OnEFET: Ontology Enrichment for FET

Usually organized as a structure — ontology

❑ Directly prompting LLMs  (GPT) cannot handle Zero-shot FET

❑ Nuanced semantic relations as ontology goes deeper and 
types become more fine-grained

❑ Contextualized information

Siru Ouyang, et al., “Ontology Enrichment for Effective Fine-grained Entity Typing”, KDD’24

● Task: Zero-shot fine-grained entity typing (Zero-shot FET)

❑ Input: a sentence with a given entity mention

❑ Output: the entity type label from a predefined set of types



Overall Framework of OnEFET : Three Steps 



OnEFET: Step 1 – Ontology Enrichment

[1] Zhang, Yu, et al. "Seed-guided topic discovery with out-of-vocabulary seeds." NAACL 2022.
[2] Jiao, Yizhu, et al. "Open-vocabulary argument role prediction for event extraction." EMNLP 2022 
Findings.
[3] Zhang, Yu, et al. "Entity Set Co-Expansion in StackOverflow." Big Data 2022.

● Enrichment for topic information
❑ Providing entity type T, first select 20 related documents in Wikipedia 

using Elastic search.
❑ Filtering out noisy documents and reduce memory usage

❑ SeeTopic [1] for out-of-vocabulary topic words/phrases mining

● Enrichment for instance information
❑ LM-based instance seeds curation in question-answering style [2]

❑ Providing entity type T, first retrieve related sentences in 
Wikipedia.

❑ QA template: [CLS] What is the instance of <T> in this sentence? 
[SEP] <Sentence> [SEP]

❑ SECoExpan [3] for instance expansion



OnEFET: Steps 2 & 3 – Coarse-to-fine Typing
● Instance information → contextualized training samples for each fine-grained types

❑ Leverage language model to generate a sentence that contain instance e of a specific 

type

❑ Rewarding and paneling mechanism in LM decoding for diversity

❑



OnEFET: Performance Study
❑ Use 3 benchmark FET datasets: BBN, Ontonotes, and FIGER:

❑ Ablation Study

❑ Transferability test on UFET

❑ OnEFET significantly outperform previous baseline models; on par with 
supervised settings.

❑ OnEFET could be smoothly transferred to unseen settings, even with 
more entity types
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Relation Extraction 

❑ Relationship extraction (RE): A subtask of information extraction

❑ Detect and classify semantic relationship mentions within a set of artifacts from text 
(e.g., <Bill Clinton, LocatedIn, New York>)

❑ Typically, determine a relationship between two distinct entities from text, 
producing fact triples in the form [head, relation, tail] or [subject, predicate, object]

❑ Datasets:  Researchers have constructed multiple datasets for benchmarking relation  
extraction methods, e.g., infoboxes, RDF trips, freebase (WikiData), and WordNet

❑ Ex. UMLS (Unified Medical Language System) (NLM) defines 134 subject categories, 
entity types and 54 relations

❑ Ex. TACRED (Zhang, 2017): 106K+ examples of relation triples (41 relations)

❑ Relation extraction benefits natural language understanding in many ways

❑ Ex. Knowledge graph construction, question answering, text classification, event 
discovery, coreference, …
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Document-Level Relation Extraction 

❑ Document-level relation extraction (DocRE)

❑ Extract semantic relations among entity pairs in a 
document

❑ Blindly considering the full document?

❑ A subset of the sentences in the doc (“evidence”) 
should  often be sufficient to identify the relation  

❑ An evidence-enhanced DocRE framework: EIDER

❑ Efficiently extracts evidence and effectively leverages 
the extracted evidence to improve DocRE

❑ Using a document-level relationship extraction dataset 
DocRED (2019)

❑ Relation extraction benefits natural language 
understanding in many ways

❑ Ex. Knowledge graph construction

Yiqing Xie, Jiaming Shen, Sha Li, Yuning Mao, Jiawei Han, 
“EIDER: Evidence-enhanced Document-level Relation 
Extraction”, ACL’22 Findings

Only need [1]+[10] to identify [head, relation, tail]

http://hanj.cs.illinois.edu/pdf/aclf22_yxie.pdf
http://hanj.cs.illinois.edu/pdf/aclf22_yxie.pdf
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EIDER Architecture

The left part (the training stage), we jointly extract relation 
and evidence using multi-task learning, where the two tasks 
have their own classifier and share the base encoder   

The right part (the inference stage), we fuse 

the predictions on the original document and 
the extracted evidence using a blending layer
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❑ Focused on sentence-level binary RE

❑ Compared different methods to mark the head and tail entities and inject 
the entity type knowledge for better RE 

Typed Entity Marker (punct)

Wenxuan Zhou, Muhao Chen, “An Improved Baseline for Sentence-level Relation Extraction”, AACL’22
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PTR

Xu Han, Weilin Zhao, Ning Ding, Zhiyuan Liu, Maosong Sun, “PTR: Prompt Tuning with Rules for Text Classification”, AI Open

❑ Specialized and semantically meaningful templates for each class for prompt tuning
❑ For binary RE, one sub-prompt for each entity and one sub-prompt for relation 
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KnowPrompt

❑ Leveraged virtual type words and virtual answer words for prompt tuning

❑ Injected prior knowledge about the subjects, objects, and relations for virtual token 
initialization

❑ Utilized implicit structure constrained loss for prompt optimization

Xiang Chen, Ningyu Zhang, Xin Xie, Shumin Deng, Yunzhi Yao, Chuanqi Tan, Fei Huang, Luo Si, Huajun Chen, “KnowPrompt: 
Knowledge-aware Prompt-tuning with Synergistic Optimization for Relation Extraction”, WWW’22
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Corpus-Level Relation Extraction 

❑ Utilized additional representation of relation triple for initial weak supervision 
extraction and latent clustering for further denoising 

❑ Applied further prompt tuning for context understanding and pattern generalization

Sizhe Zhou, Suyu Ge, Jiawei Han, “Corpus-Based Relation Extraction by Identifying and Refining Relation Patterns”, ECMLPKDD’23
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Corpus-Level Relation Extraction: Experiment 

❑ Leading low-resource performance

❑ Each component is indispensable

❑ Weak supervision provides relatively high recall

❑ Clustering provides relatively high precision

❑ Prompt-tuning is important for boosting recall
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Chemical Reaction Extraction with Weak Supervision

❑ Task: Chemical Reaction Extraction

❑ Goal: Extract chemical reactions from a scientific paper

❑ Input: A scientific paper

❑ Output: Multiple structured chemical reactions

Ming Zhong, Siru Ouyang, Minhao Jiang, Vivian Hu, Yizhu Jiao, Xuan Wang, Jiawei Han, “ReactIE: Enhancing Chemical Reaction 
Extraction with Weak Supervision”, ACL’23 Findings
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Chemical Reaction Extraction with Weak Supervision

❑ Method: ReactIE 

❑ Linguistic cues

❑ Domain Knowledge
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Chemical Reaction Extraction with Weak Supervision

❑ Result for Product Extraction

❑ Result for Role Extraction

❑ Case Study
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LLM for Zero-Shot Relation Extraction

❑ Prompting for more synthetic data

❑ Larger #p&n or larger n:p ratio → higher precision and lower recall

❑ More positive seeds does not bring proportionally larger positive pattern coverage 
compared to randomly sampled negative seeds → Positive predictions 
concentrated on dominant positive patterns

Sizhe Zhou, Yu Meng, Bowen Jin, Jiawei Han, “Grasping the 
Essentials: Tailoring Large Language Models for Zero-Shot 
Relation Extraction”, arXiv preprint arXiv:2402.11142 (2024)
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LLM for Zero-Shot Relation Extraction

❑ Commonly adopted RE few-shot setup can be converted to definition-oriented setup 
while achieving much better results

❑ Derive-and-then-generate extends the patterns conveyed by few-shot instances 

❑ Coverage of derived definitions is limited by the coverage of few-shot instances
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RePAL

❑ Leverage relation definitions for LLM-based instance synthesis

❑ Train SLM as relation extractors with its inference on unlabeled corpus as feedback for 
iterative instance synthesis (LLM’s self-reflection on synthesis history and both the 
inference feedback)
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Experimental Results

❑ Synthesis or pattern knowledge distillation from LLMs is a promising way to boost the 
RE performance under zero-shot setting

❑ For better synthesis, LLMs should be fully comprehend the complicated semantics of 
target relations and LLMs should be guided to explore different relation patterns 
(especially long-tail patterns)
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Aligning Instruction Tasks w/ Relation Extraction

❑ Hypothesized that instruction-tuning has been unable to elicit strong RE capabilities in 
LLMs due to RE’s low incidence in instruction-tuning datasets, making up less than 1% 
of all tasks

❑ Formulating RE as multiple-choice QA and applying entity types as constraints

Kai Zhang, Bernal Jiménez Gutiérrez, Yu Su, “Aligning Instruction Tasks Unlocks Large Language Models as Zero-Shot Relation 
Extractors”, ACL'23 Findings
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Experimental Results

❑ QA4RE Achieved consistently better performance in few-shot and zero-shot settings

❑ Illustrated a promising way of adapting LLMs to underrepresented tasks by alignments



52

Open-Vocabulary Relation Type Discovery

❑ Related Work: 

❑ Most of existing studies rely on hand-crafted ontologies (costly, cannot generalize)

❑ A few studies try to automatically induce argument roles (limited pre-defined 
glossary) 

❑ New Task: Infer a set of relation type names for a given entity type to describe the 
crucial relations between the entity type and its related entities

Yizhu Jiao, Sha Li, Yiqing Xie, Ming Zhong, Heng Ji and Jiawei Han “Open-Vocabulary Argument Role Prediction for Event Extraction”, EMNLP’22

http://hanj.cs.illinois.edu/pdf/emnlp22_yjiao.pdf
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Framework for RolePred  

Entity Type 

Candidate 

Relation Type 

Relation Types 
Candidate Relation Types
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Experiment: Relation Type Discovery

Relation Type Prediction Relation Extraction w/o Golden Roles

Example of the 
generated 

relation types

Extracted 
Results by 

RolePred and 
baselines
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❑ Proposed a framework where LLMs complement SLMs by handling challenging 
samples that SLMs struggle with (based on confidence) SLMs as filters and LLMs as 
rerankers

LLM as Rerankers for Hard Samples

Yubo Ma, Yixin Cao, YongChing Hong, Aixin Sun, “Large Language Model Is Not a Good Few-shot Information Extractor, but a Good 
Reranker for Hard Samples!”, EMNLP’23 Findings
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❑ Effectiveness of the proposed filter-then-rerank paradigm

❑ Performance gains are nearly orthogonal to SLM ensemble

Experimental Results
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LLM-assisted Construction

❑ Knowledge Graph GPT

❑ Using prompting methods to construct knowledge graphs from plain text.

https://github.com/iAmmarTahir/KnowledgeGraphGPT

You are given a prompt. Extrapolate as many relationships 
as you can from the prompt and generate tuples like 
(source, relation, target). Make sure there are always 
source, relation and target in the tuple.
Example:
prompt: John knows React, Golang, and Python. John is 
good at Software Engineering and Leadership
tuple: (John, knows, React); (John, knows, Golang); (John, 
knows, Python); (John, good_at, Software_Engineering); 
(John, good_at, Leadership);
prompt: Bob is Alice's father. Alice has one brother John. 
tuple: (Bob, father_of, Alice); (John, brother_of, Alice)
prompt: $prompt
tuple:
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Knowledge Graph Completion

❑ Knowledge graph completion
❑ Construction aims to build a foundational representation of knowledge

❑ Completion seeks to fill gaps and extend the graph's coverage

Pengcheng Jiang, et al., “Text-Augmented Open Knowledge Graph Completion via Pre-Trained Language Models”, ACL’23 Findings
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TagReal: Knowledge Graph Completion

❑ TagReal
❑ Automatically generates quality query prompts and retrieves support information from large 

text corpora to probe knowledge from PLM for KG completion.
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TagReal: Knowledge Graph Completion

❑ Experimental Results
Performance Variation of F1-score

Relation-wise Hits@10 on FB60K-NYT10

Results on FB60K-NYT10 

❑ TAGREAL has superb performance even with limited 
training data, outperforming existing embedding-based, 
graph-based, and PLM-based methods.
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Domain-specific KG

❑ Define the domain scope (biomedical, music, chemistry)

❑ Design the ontology by domain expertise

❑ classes, properties,  relations, and hierarchies

❑ Identify data source:

❑ relevant databases, publications, and datasets (both structured and unstructured 
data sources)

❑ Entity recognition and linking

❑ Relationship extraction

❑ Knowledge integration

❑ merge information from various sources

❑ resolve conflicts and inconsistencies

❑ Validation and refinement
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Domain-specific KG

Changlong Yu, et al., “FolkScope: Intention Knowledge Graph Construction for E-commerce 
Commonsense Discovery”, ACL’23 Findings

❑ FolkScope (E-commerce)
❑ leverage the generation power of LLMs and human in-the-loop annotation to semi-automatically 

construct KG
❑ STEP1: use LLMs first generate 

intention assertions via e-commerce 
specific prompts to explain shopping 
behaviors

❑ STEP2: annotate plausibility and 
typicality labels of sampled intentions 
as training data in order to populate 
human judgments to all automatic 
generations.

❑ STEP3: propose pattern mining and 
conceptualization to form more 
condensed and abstract knowledge
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Domain-specific KG

❑ Experimental Results: FolkScope (E-commerce)

Relation-wise Accuracy

Relation-wise  Human evaluation on typicality

Matched KG subsets
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Theme-specific KG Construction

❑ Task Setting

❑ Given a set of documents of a specific 
theme, extract the entities and 
corresponding relations to construct 
a knowledge graph

❑ Challenges

❑ Open vocabulary

❑ No annotation 

❑ Small set of documents.

❑ Directly use LLMs easily leads to 
unclear/wrong relations (have, have 
due to, lit up in colors of ) and 
inaccurate entities (two main types)

Linyi Ding, Sizhe Zhou, Jinfeng Xiao, Jiawei Han, “Automated Construction of Theme -specific Knowledge Graphs”, Arxiv’24



69

Theme-specific KG Construction
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Theme-specific KG Construction

Case Study on Applications of TKGConMain Results

Comparison of 
knowledge in ThemeKG 
and Wikidata 
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On-demand Information Extraction

❑ Average users may have IE needs that 

don’t align well with existing well-defined 

tasks.

❑ Task: On-demand IE 

❑ Given a user instruction and the related 

text, extract the sought-after 

information into a structured table 

format

Jiao, Yizhu, et al., “Instruct and Extract: Instruction Tuning for On-Demand Information Extraction.” EMNLP’23. 
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Method – Instruction Tuning for LLMs

❑ Synthetic data generation + Instruction tuning LLaMa-7b
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Integration-Aware Information Extraction

❑ Task: Text2Database

❑ Input

❑ Database with its schema

❑ User Instruction

❑ A set of text documents

❑ Output

❑ Populated database

Jiao, Yizhu, et al., “Text2DB: Integration-Aware Information Extraction with Large Language Model Agents.” ACL’24 Findings. 
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Method – LLM based Agent
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